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This appendix includes a comparison between our method and certain existing methods,

more discussions about the MW case studies, a revisit to the case study on CTCP considered

by ADH (2010) and a mathematical proof of Proposition 1. Tables A.1-A.4 and Figures A.1-

A.12, mentioned in the paper, are also presented here.

1 Comparison with existing methods

In applications, one might consider applying the time-difference method, the comparative-

case-study method and the standard difference-in-differences method to the distributional

context of interest to us, though these existing methods are originally established in a two-

dimensional context for evaluating the mean effect. Given model (1), conditional on the

actual outcome of Dit in (2), we may also compare the data requirements of these methods

in generating an unbiased estimator for the τ -quantile intervention effect.

Time difference

Model (1) implies the time difference for the treated unit:

∆q
1t(τ) = ∆g

t (τ) + α>
1 (τ)∆h

t + x>
1 ∆β

t (τ) + γ>
1 (τ)∆z

1t + δt(τ) + ∆ε
1t(τ) (A1)

for t ≥ To + 1, in which ∆q
it(τ) := qit(τ) − qiTo(τ), ∆g

t (τ) := gt(τ) − gTo(τ), ∆h
t := ht − hTo ,

∆β
t (τ) := βt(τ) − βTo(τ), ∆z

it := zit − zi,To and ∆ε
it(τ) := εit(τ) − εiTo(τ) for i = 1. Because

IE[∆ε
it(τ)] = 0, the time-difference estimator ∆q

1t(τ) is unbiased for the τ -quantile intervention

effect δt(τ) under the following condition:

∆g
t (τ) = 0, ∆h

t = 0, ∆β
t (τ) = 0 and ∆z

1t = 0. (A2)

This condition requires that there is no time-varying factors (or effects) in addition to the

intervention effect, regardless of whether the factors (or effects) are observable or latent. This

requirement is obviously too restrictive in the time-series context. Without this condition,

the first-difference estimator ∆q
1t(τ) is in general biased for δt(τ).
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Comparative case study

Model (1) also implies the cross-sectional difference between the treated unit and a selected

control unit (for some i > 1):

∆q
1i,t(τ) = ∆α>

1i (τ)ht + ∆x>
1i βt(τ) + ∆γ>

1i (τ)z1t + γ>
i (τ)∆z

1i,t + δt(τ) + ∆ε
1i,t(τ) (A3)

for t ≥ To + 1, in which ∆q
1i,t(τ) := q1t(τ) − qit(τ), ∆α

1i(τ) := α1(τ) − αi(τ), ∆x
1i := x1 − xi,

∆γ
1i(τ) := γ1(τ)−γi(τ), ∆z

1i,t := z1t−zit and ∆ε
1i,t(τ) := ε1t(τ)−εit(τ). Because IE[∆ε

1i,t(τ)] =

0, the cross-sectional-difference estimator ∆q
1i,t(τ) is unbiased for δt(τ) under the following

condition:

∆α
1i(τ) = 0, ∆x

1i = 0, ∆γ
1i(τ) = 0 and ∆z

1i,t = 0. (A4)

This condition requires the selected control unit to be comparable with the treated unit in

the sense that there is no heterogeneity among their observable or latent features, regardless

of whether the features are static or dynamic. However, it may be difficult to find out a

comparable control unit that satisfies condition (A4) in practice.

Difference in differences

Similar to (A1), model (1) also implies the time-difference for a selected control unit (i > 1):

∆q
it(τ) = ∆g

t (τ) + α>
i (τ)∆h

t + x>
i ∆β

t (τ) + γ>
i (τ)∆z

it + ∆ε
it(τ) (A5)

for t ≥ To + 1. By subtracting (A5) from (A1), we obtain that

∇q1i,t(τ) = ∆α>
1i (τ)∆h

t + ∆x>
1i ∆β

t (τ) + ∆γ>
1i (τ)∆z

1t + γ>
i (τ)∇z1i,t + δt(τ) +∇ε1i,t(τ) (A6)

holds for t ≥ To + 1, in which ∇z1i,t(τ) := ∆z
1t −∆z

it, ∇ε1i,t(τ) := ∆ε
1t(τ)−∆ε

it(τ) and

∇q1i,t(τ) := ∆q
1t(τ)−∆q

it(τ) = ∆q
1i,t(τ)−∆q

1i,To
(τ). (A7)

The first equality in (A7) defines the difference-in-differences estimator ∇q1i,t(τ) by first taking

the unit-specific time differences and then taking the cross-sectional difference of the time

differences. The second equality in (A7) shows that this estimator can also be defined by first

taking a cross-sectional difference and then taking the time difference of the cross-sectional

difference sequence. Because IE[∇ε1i,t(τ)] = 0, the estimator ∇q1i,t(τ) is unbiased for δt(τ)

under the following condition:(
∆α

1i(τ) = 0 or ∆h
t = 0

)
,
(

∆x
1i = 0 or ∆β

t (τ) = 0
)
, (∆γ

1i(τ) = 0 or ∆z
1t = 0)

and
(
γi(τ) = 0 or ∇z1i,t = 0

)
,

(A8)

for i > 1. Compared to condition (A2), condition (A8) is weaker by allowing for a latent time-

varying common factor: ∆g
t (τ) 6= 0 provided that ∆z

it = ∆z
1t = 0 (which implies ∇z1i,t = 0)

for i > 1. In addition, compared to condition (A4), condition (A8) allows for the presence

of fixed effects: ∆γ
1i(τ) 6= 0 and the static heterogeneity: ∆x

1i 6= 0 provided that ∆z
1t = 0
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and ∆β
t (τ) = 0. It is easy to see that condition (A8) is satisfied for the two-way fixed-effects

model:

qit(τ) = gt(τ) + γi(τ) + x>
i β(τ) + δt(τ)Dit + εit(τ), (A9)

which is a a particular case of model (1) with the “time-specific fixed effect” gt(τ), the “unit-

specific fixed effect” γi(τ) and the time-invariant coefficient β(τ). According to the two-

way fixed-effects model, we can observe that the difference-in-differences method requires the

treated and control units to share the parallel time trends: gt(τ) + γi(τ) for i = 1 and i > 1.

In general, this requirement is rather restrictive because it precludes the treated and control

units from having heterogeneous time trends. In comparison, model (1) allows for the non-

parallel time trends caused by the presence of any of the components: α>
i (τ)ht, x

>
i βt(τ) and

γ>
i (τ)zit under Assumption 1.

2 Case studies on MW hikes

2.1 A review on the empirical MW literature

The federal (hourly) MW in the U.S. was initiated by the Fair Labor Standards Act of 1938

in order to maintain a basic living standard for workers. In addition to the federal MW, each

state may set a higher MW by legislation. The effective MW for most workers is the maximum

of the federal MW and the state-level MW (the federal MW) for a state with (without) its

own state-level MW, while subminimum wages may also be provided for certain groups of

workers. Although the MW policies are proposed to protect the basic well-being of low-wage

workers, the literature lacks a consensus regarding whether the intervention effects of MW

are consistent with this policy target. In particular, as predicted by a simple labor supply-

and-demand model, earlier time-series studies have shown that the increase in MW might

cause disemployment effects for low-wage workers. However, since the 1990s, several case

studies have indicated that the increase in MW might not cause disemployment effects; see,

e.g., Brown (1999) for a review on the earlier MW literature and Card and Krueger (2016)

for such a collection of case studies and related discussions.

The current development of MW studies is greatly influenced by a special issue on “New

Minimum Wage Research” published by the Industrial and Labor Relations Review in 1992, as

mentioned by Neumark et al. (2014, p.609). Since then, it has become a standard to use state-

level, or even finer-level, panel data, rather than national-level time series data, to investigate

the intervention effects of MW. For instance, Neumark and Wascher (1992) used two-way

fixed-effects models and a national state-level panel data to estimate the (dis)employment

effects of MW hikes. Card (1992) conducted a case study that evaluated the intervention

effects of the 1988 California MW hike on the earnings and employment of the treated state’s

teenagers. Later, Card and Krueger (1994) conducted an influential case study to evaluate

the intervention effects of the 1992 New Jersey MW hike on the treated state’s fast-food

industry using telephone survey data; see also Card and Krueger (2000) and Neumark and

Wascher (2000) for case studies on the same event using other types of data and Dube et
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al. (2007) for a case study on the intervention effects of San Francisco’s citywide MW hikes

in 2004 and in 2007. It can be observed from this literature that the disagreement regarding

the intervention effects of MW may be closely related to the differences in the econometric

methods being used to identify and estimate the effects in addition to various types of data.

Although the use of a fixed-effects model amounts to pooling a set of individual case studies

in the same regression context, as mentioned by Dube, Lester and Reich (2010, DLR), the

aforementioned two-way fixed-effects model and case studies both make use of the difference-

in-differences method in identifying the intervention effects of MW hikes. Thus, it is especially

important to assess the appropriateness of the control units underlying these methods by

examining whether the parallel-trend assumption holds for the treated and control units. DLR

pointed out that this assumption may fail when the two-way fixed-effects model is directly

applied to national state-level panel data without accounting for the time-varying spatial

heterogeneity of the treated and control states. In comparison, Card and Krueger (1994)

accounted for this issue by selecting Eastern Pennsylvania as the control unit for New Jersey

in their case study. This control unit is geographically connected to and economically similar

to the treated state, and is free of a state-level MW hike in the sampling period. Similarly,

Dube et al. (2007) chose the San Francisco Bay metropolitan area besides San Francisco itself

as the control unit for San Francisco to evaluate the intervention effects of San Francisco’s

citywide MW hikes. Such geographically local controls are explicitly or implicitly selected to

remedy the possible failure of the parallel-trend assumption caused by the time-varying spatial

heterogeneity. DLR further extended this notion to a county-level fixed-effects model that

attempts to alleviate the time-varying spatial heterogeneity by setting the border counties of

an untreated state as the control units of the contiguous counties of a treated state.

As discussed in the Introduction, the choice of an appropriate control unit is undoubtedly

essential for establishing a suitable counterfactual of the treated unit in policy evaluation.

There is a growing interest in applying the synthetic control method of ADH (2010) to the

MW studies; see, e.g., Sabia et al. (2012) and Reich et al. (2017). This development is largely

motivated by the advantages of this method in replacing a judgmental selection of control

unit with a data-driven control unit which is established in a more transparent and systematic

way. Moreover, the optimal combination weights obtained by this method allow researchers to

reexamine the validity of pre-selected control units like the aforementioned geographically local

controls; see, e.g., Neumark and Wascher (2017) and Allegretto et al. (2017). Nonetheless,

as mentioned, the conventional synthetic-control method may fail to generate an appropriate

counterfactual in the presence of poor matching; see also Allegretto et al. (2017) for related

discussions. In addition, an increase in MW may have heterogeneous intervention effects on

various subunits (individuals) of the treated unit. This might also constitute a part of the

reasons underlying the disagreement regarding the literature’s empirical findings. Thus, it is

important to explore the distributional effects in order to understand the influences of MW

policies in a more complete way.
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2.2 Empirical analysis

2.2.1 Minimum data requirement

Figure A.8, we show the number of counties with complete data in the sampling period.

Texas (Delaware) is the largest (smallest) state that has 103 counties (2 counties) with com-

plete data. The minimum data requirement: nit > 20, for all t’s, precludes 17 states from our

empirical analysis.

2.2.2 Events involving state-level MW hikes

The case studies to be explored are identified from the data for MWs and outcome variables

for the 31 states that satisfy the minimum data requirement. Figure A.11 shows the time

series of the federal MW which is common to all the states, and plots the time series of the

state-level MW which is fixed at zero for the states without their own MWs or that varies over

time for the states with their own MWs. Among the 31 states, there are 21 states (Alabama,

Arkansas, Colorado, Georgia, Indiana, Kansas, Kentucky, Louisiana, Michigan, Mississippi,

Missouri, Nebraska, North Carolina, Ohio, Oklahoma, Pennsylvania, South Carolina, Ten-

nessee, Texas, Virginia and West Virginia) that have no state-level MWs in the sampling

period. For these states, the effective MW is the same as the federal MW in the sampling

period. In comparison, there are 10 states (California, Florida, Illinois, Iowa, Maryland, Min-

nesota, New York, Oregon, Washington and Wisconsin) that have increased their state-level

MWs on at least one occasion during the sampling period. For these states, the effective MW

is the maximum of the federal MW and the state-level MW, and there are a total of 32 events

involving state-level MW hikes in the sampling period.

For an event involving a state-level MW hike, we define the pre-intervention period (the

post-intervention period) as the subperiod before this intervention (the next intervention)

and after the previous intervention (this intervention). Table A.3 summarizes the state-level

MWs in the pre-intervention and post-intervention periods of these 32 events, the federal and

effective MWs at the To’s and in the post-intervention periods, and the associated state-level

and effective MW changes.

We require that the pre-intervention duration not be shorter than 20 quarters (that is,

To ≥ 20). This requirement reduces the 32 events to the following nine events: the state-

level MW hikes of California in 1997:Q1, Florida in 2005:Q2, Illinois in 2004:Q1, Maryland

in 2006:Q1, Minnesota in 2005:Q3, New York in 2005:Q1, Oregon in 1997:Q1, Washington in

1999:Q1 and Wisconsin in 2005:Q2.

2.2.3 Outliers

Among the aforementioned nine events, the time series of labor earnings show obvious outliers

for Florida, Illinois, Maryland, Minnesota and New York. Let q̂it(τ) be the sample τ -quantile

of the i-th state’s labor earnings. An outlier is detected for the i-th state if |q̂i,t+1(τ)− q̂it(τ)|,
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or |q̂it(τ)− q̂i,t−1(τ)|, exceeds $100 for some τ and for some t in 1990Q1-2006Q2. The max-

imum outliers are $146.875 for Florida in 1994Q3, $168.827 for Illinois in 1993Q2, $459.681

for Maryland in 1990Q1, $743.966 for Minnesota in 1991Q2 and $444.135 for New York in

1991Q3.

The donor pools of the four case studies are also determined by precluding the potential

control states with outliers. For Case 1 and Case 2, we preclude Florida, Georgia, Illinois,

Maryland, Nebraska and New York from the donor pools. For Case 3, we preclude Florida,

Georgia, Minnesota, Nebraska, Oklahoma and Texas from the donor pool. For Case 4, we

preclude Colorado, Kentucky, Nebraska, Tennessee and Texas from the donor pool. These

states are precluded because their labor earnings show obvious outliers in the pre-intervention

periods such that |q̂i,t+1(τ)− q̂it(τ)|, or |q̂it(τ)− q̂i,t−1(τ)|, exceeds $100 for some τ and for

some t ∈ [1, T ].

2.2.4 Economic features

Table A.4 reports the observable economic features of the treated state with the counterparts

of the average synthetic-control state and the τ -quantile synthetic-control states for τ = 0.1,

0.5 and 0.9. It also reports the economic features of a single-best control state in the donor

pool that are closest to their treated counterparts in terms of the Euclidean norm. The single-

best control state is Colorado for Case 1 and Case 2, Missouri for Case 3 and Michigan for

Case 4. From Figure 2 of the paper, we can observe that for labor earnings, the contributions

of the single-best control states to the average synthetic-control states are approximately zero

for Cases 1 and 3, 0.18 for Case 2 and 0.02 for Case 4, respectively. Obviously, the single-best

control states are substantially dominated by the synthetic-control states in matching the pre-

intervention features and outcomes of the treated state. Indeed, Table A.4 suggests that the

synthetic-control states in general outperform the single-best control states in approximating

the treated state’s economic features. The synthetic-control states also reasonably mimic

the treated states in most cases. However, for Case 1, the synthetic California obviously

underestimates the population and the non-farm employment (overestimates the land area) of

California. This exception is sensible because California (Texas which is the main component

of the synthetic California) is the largest state in terms of population (land area) in the

U.S. The aforementioned results in general hold regardless of whether we replace the average

synthetic-control state with a quantile synthetic-control state or replace the synthetic-control

state for labor earnings with its counterpart for employment.

2.2.5 Mean effects

Table A.5 summarizes the mean effects, the elasticities of the effects and the p-values of the

associated placebo tests. The associated sample means at To and in the post-intervention

period are also reported. In this table, the elasticity of a mean effect is defined as the ratio

of the percentage change in the mean effect over the percentage change in the treated state’s
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effective wage:

eµ,t :=

(
µ̂1t − ˆ̂µ

(0)
1t

ˆ̂µ
(0)
1t

)/(
EMWTo+1 − EMWTo

EMWTo

)
for t ≥ To + 1, where EMWt is the effective MW at t = To or To + 1. From this table,

we can observe that the p-values of the mean effects on labor earnings (employment) are,

respectively, 0.857 and 0.353 (0.619 and 0.471) for Case 1 and Case 4. Obviously, the estimates

of the mean effects are insignificant for these two cases. This suggests that the increase in

California’s (effective) hourly MW by $0.75 (by $0.25) in 1997Q1 might have no statistically

significant influence on the mean of the average weekly earnings of restaurant workers and the

mean of the total restaurant employment for California within the post-intervention period

1997Q1-1997Q2. Similarly, the increase in the state-level (effective) hourly MW by $2.05 (by

$0.55) in Wisconsin in 2005Q2 might also have no statistically significant influence on the

means of labor earnings and employment for the state’s restaurant industry within the post-

intervention period 2005Q2-2006Q2.

In comparison, the p-values of the mean effects on labor earnings (employment) are, re-

spectively, 0.048 and 0.043 (0.048 and 0.087) for Case 2 and Case 3. This shows that the

estimates of the mean effects on labor earnings are significant at the 5% level for these two

cases, and the estimates of the mean effects on employment are significant at the 5% level

for Case 2 and at the 10% level for Case 3. According to the estimates presented in Table 5,

the increase in the state-level (effective) hourly MW by $0.75 (by $0.75) in Oregon in 1997Q1

might cause the increase in the mean of the average weekly earnings of restaurant workers of

the state by $3.475 in 1997Q1, $6.787 in 1997Q2, $2.138 in 1997Q3 and $4.734 in 1997Q4 at

the cost of decreasing the mean of the total restaurant employment level of the state by 56

in 1997Q1, 76 in 1997Q2, 144 in 1997Q3 and 156 in 1997Q4. These mean effects on labor

earnings (employment) are, respectively, of the elasticities: 0.138, 0.259, 0.076 and 0.173 (-

0.124, -0.159, -0.287 and -0.320). In addition, the increase in the state-level (effective) hourly

MW by $0.80 (by $0.55) in Washington in 1999Q1 might cause the increase in the mean of

the average weekly earnings of restaurant workers of the state by $4.151 in 1999Q1, $7.664

in 1999Q2, $7.867 in 1999Q3 and $7.583 in 1999Q4 at the cost of decreasing the mean of the

total restaurant employment level of the state by 70 in 1999Q1, 85 in 1999Q2, 142 in 1999Q3

and 230 in 1999Q4. These mean effects on labor earnings (employment) are, respectively, of

the elasticities: 0.238, 0.416, 0.404 and 0.395 (-0.175, -0.205, -0.333 and -0.534). This shows

that Case 2 and Case 3 share a similar pattern of the mean effects of MW hikes.

2.2.6 Quantile effects

Table A.5 also shows the estimates of the quantile effects
ˆ̂
δt(τ)’s, the associated elasticities

et(τ)’s and the p-values of the placebo tests for τ = 0.1, 0.5 and 0.9, in which the elasticity

of the τ -quantile effect is defined by using (q̂1t(τ), ˆ̂q
(0)
1t (τ)) in place of the role of (µ̂1t, ˆ̂µ

(0)
1t )

in eµ,t. The associated sample quantiles at To and in the post-intervention period are also

reported.
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Focusing on Case 2 and Case 3, the estimates shown in Table A.5 suggest that the increase

in the state-level (effective) hourly MW by $0.75 (by $0.75) in Oregon in 1997Q1 might cause

the increase in the τ -quantile of the average weekly earnings of restaurant workers of the state

in 1997Q1 by $6.684 for τ = 0.1, $2.420 for τ = 0.5 and $1.356 for τ = 0.9 at the cost of

decreasing the τ -quantile of the total restaurant employment level of the state in 1997Q1 by

14 for τ = 0.1 , 37 for τ = 0.5 and 255 in 1997Q4 for τ = 0.9. In comparison, the increase

in the state-level (effective) hourly MW by $0.80 (by $0.55) in Washington in 1999Q1 might

cause the increase in the τ -quantile of the average weekly earnings of restaurant workers of

the state in 1999Q1 by $2.659 for τ = 0.1, $3.245 for τ = 0.5 and $5.317 for τ = 0.9 and the

increase (decrease) of the τ -quantile of the total restaurant employment level of the state in

1999Q1 by 31 for τ = 0.1 (by 40 for τ = 0.5 and 204 for τ = 0.9). Although these two cases

share a similar pattern of the mean effects, this comparison illustrates that their quantile

effects are quite different. The increase in a state-level MW might cause greater (smaller)

positive impacts on labor earnings for low quantiles than for high quantiles at To + 1 for

Case 2 (Case 3), and might cause greater negative impacts on employment for high quantiles

in both cases. As shown in Figure 7 of the paper, the impacts also tend to change over time

in the post-intervention period.

Corresponding to Figure 7 of the paper, we plot the p-values of the placebo tests in

Figure A.13 for the whole range of τ . It shows that, like the mean effects on labor earnings,

the estimates of the quantile effects on labor earnings are in general insignificant at the 10%

level for Case 1 and Case 4 with the exception of a few τ ’s. In comparison, the estimates of

the quantile effects on labor earnings are significant at the 5% level for certain ranges of τ ’s

for Case 2 and Case 3, and the estimates of the quantile effects on employment are in general

insignificant at the 10% level for most τ ’s. Thus, the significance of the intervention effects

tends to be event-specific.

3 Case study on CTCP

We also apply the proposed method to revisit the case study considered by ADH. In this

case study, the policy intervention is California’s Proposition 99, referred to as the CTCP

here, that was passed in November 1988 and implemented in January 1989. The outcome

variable is the yearly per capita cigarette sales in California (the treated state). The sampling

period is composed of the pre-intervention period: 1970-1988 and the post-intervention period:

1989-2000. To implement their synthetic control analysis, ADH considered a donor pool of

38 potential control states by excluding the District of Columbia and the eleven states that

implemented some large-scale tobacco control programs or raised the state cigarette taxes

by at least 50 cents in the post-intervention period. In addition, they considered a seven-

dimensional xi (r = 7) to represent the observable static characteristics of the i-th state for

i = 1, 2, . . . , N and N = 39; see ADH (Table 1). We download the state-level data of the

per capita cigarette sales and the xi’s of ADH from http://fmwww.bc.edu/repec/bocode/

s/synth_smoking.dta. The time series of the per capita cigarette sales of California and the
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38 potential control states are shown in Figure A.14. Before further discussions, it should be

noted that we may only evaluate the mean effects of CTCP on California’s cigarette sales in

this case study because of data restriction. As shown by Figure A.14, we only observe the

state-level data of the outcome variable in this empirical context.

As mentioned in Section 2 of the paper, the distributional synthetic-control analysis is

built on a set of subunit-level (or individual-level) data of the outcome variable. Nonetheless,

we may still compare the proposed method with the conventional synthetic-control method

in terms of evaluating the mean effects. In this scenario, the three-dimensional fixed-effects

factor model presented in Equation (1) of the paper reduces to the two-dimensional model

shown in Equation (15) of the paper, and the proposed method is based on the latter for

evaluating the mean effects. Our method deals with the potential poor-matching problem by

accounting for the observed dynamic heterogeneity among the treated and potential control

states. In comparison, the conventional method (conducted by ADH) is based on a special

case of this two-dimensional model where the observed dynamic-heterogeneity component

α>
i ht is absent (and zit = zt). In this case study, we set ht = (1, t, t2)> in order to capture

the observed dynamic heterogeneity among the cigarette-sale time series of the treated and

potential control states in levels and trends. This type of heterogeneity is observed from

Figure A.14.

Corresponding to Equation (23) of the paper, we compute the weighting vector of the

proposed method as the solution to a quadratic-programming problem:

ŵo
µ := argmin

w∈W

(
ψ̂
∗ − Ψ̂

∗
w
)> (

ψ̂
∗ − Ψ̂

∗
w
)
,

where ψ̂
∗

is a (r + To) × 1 vector that comprises x1 and the pre-intervention least-squares

residuals obtained by regressing the treated state’s per capita cigarette sales on ht, and Ψ̂
∗

is

a (r+ To)× (N − 1) matrix that comprises the (N − 1) potential-control counterparts of ψ̂
∗
.

In addition, we compute the weighting vector of the conventional method as the solution to

another quadratic-programming problem:

ŵ†µ := argmin
w∈W

(
ψ̂ − Ψ̂w

)> (
ψ̂ − Ψ̂w

)
,

where ψ̂ is a (r + To) × 1 vector that comprises x1 and the treated state’s pre-intervention

per capita cigarette sales, and Ψ̂ is a (r + To) × (N − 1) matrix that comprises the (N − 1)

potential-control counterparts of ψ̂. Moreover, we let ŵ‡µ be the weighting vector of the

conventional method reported by ADH (Table 2). Note that the only difference between

ŵ†µ and ŵ‡µ is that ŵ‡µ is computed using the two-step optimization method of Abadie and

Gardeazabal (2003, Appendix B). As will be shown later, the synthetic-control state (synthetic

California) generated by ŵ†µ is almost the same as its counterpart generated by ŵ‡µ.

In Figure A.15, we show the time series of per capita cigarette sales of California and

the main control states underlying the synthetic California generated by ŵo
µ, and report the

associated combination weights and time series of these control states. Figure A.16 is the
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counterpart of Figure A.15 generated by ŵ‡µ. By comparing these two figures, we can observe

that the synthetic California generated by ŵo
µ is different from that generated by ŵ‡µ in terms

of their main control states and combination weights. Indeed, the pre-intervention mean

squared prediction error (MSPE) is 0.633 for the ŵo
µ-based synthetic California but 3.089 for

the ŵ‡µ-based synthetic California, and the latter is close to the pre-intervention MSPE 2.803

for the ŵ†µ-based synthetic California. This shows that the proposed method outperforms the

conventional method (of ADH) in matching the static characteristics and the pre-intervention

time series of per capita cigarette sales of California and their counterpart of the synthetic

California.

In Figure A.17, we further compare the actual time series of per capita cigarette sales of

California with its counterfactuals generated by ŵo
µ, ŵ†µ and ŵ‡µ during the whole sampling

period. From this figure, we can observe that the counterfactual generated by ŵ†µ is almost

identical to that generated by ŵ‡µ during the whole sampling period, as mentioned previously.

In addition, the counterfactual generated by ŵo
µ is visually very close to that generated by

ŵ‡µ during the pre-intervention period, while the former has a smaller MSPE relative to

the latter. In the post-intervention period, the counterfactual generated by ŵo
µ is higher than

that generated by ŵ‡µ to some extent. Recall that the post-intervention difference between the

actual time series and a counterfactual time series estimates the mean effects of intervention.

This means that the proposed method attains the same empirical finding as the conventional

method regarding the effectiveness of CTCP on reducing California’s per capita cigarette

sales, while the proposed method shows somewhat stronger effects in comparison with the

conventional method.

4 Proof of Proposition 1

Given (2), model (1) implies that[
To∑
t=1

qit(τ)h>
t

]
=

[
To∑
t=1

gt(τ)h>
t

]
+ α>

i (τ)

[
To∑
t=1

hth
>
t

]
+ x>

i

[
To∑
t=1

βt(τ)h>
t

]

+ γ>
i (τ)

[
To∑
t=1

zith
>
t

]
+

[
To∑
t=1

εit(τ)h>
t

]
,

(A10)

for all i’s. Under Assumption 1(i), we can use (A10) to obtain[
To∑
t=1

qit(τ)h>
t

][
To∑
t=1

hth
>
t

]−1
ht =

[
To∑
t=1

gt(τ)h>
t

][
To∑
t=1

hth
>
t

]−1
ht + α>

i (τ)ht

+ x>
i

[
To∑
t=1

βt(τ)h>
t

][
To∑
t=1

hth
>
t

]−1
ht + γ>

i (τ)

[
To∑
t=1

zith
>
t

][
To∑
t=1

hth
>
t

]−1
ht

+

[
To∑
t=1

εit(τ)h>
t

][
To∑
t=1

hth
>
t

]−1
ht,

(A11)
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for all (i, t)’s, and define the least-squares residuals:

g∗t (τ) := gt(τ)−

[
To∑
t=1

gt(τ)h>
t

][
To∑
t=1

hth
>
t

]−1
ht,

β∗t (τ) := βt(τ)−

[
To∑
t=1

βt(τ)h>
t

][
To∑
t=1

hth
>
t

]−1
ht,

z∗it := zit −

[
To∑
t=1

zith
>
t

][
To∑
t=1

hth
>
t

]−1
ht

and

ε∗it(τ) := εit(τ)−

[
To∑
t=1

εit(τ)h>
t

][
To∑
t=1

hth
>
t

]−1
ht.

By subtracting (A11) from (1), we obtain that

q∗it(τ) = g∗t (τ) + x>
i β
∗
t (τ) + γ>

i (τ)z∗it + δt(τ)Dit + ε∗it(τ), (A12)

for all (i, t)’s. Let w(τ) be an (N − 1)× 1 vector in W, and wi(τ) be the (i− 1)-th element of

w(τ) for i = 2, . . . , N . Given (2), Dit = 0 holds for all t’s if i > 1. Thus, (A12) implies that

N∑
i=2

wi(τ)q∗it(τ) = g∗t (τ) +
N∑
i=2

wi(τ)x>
i β
∗
t (τ) +

N∑
i=2

wi(τ)γ>
i (τ)z∗it +

N∑
i=2

wi(τ)ε∗it(τ). (A13)

By subtracting (A13) from (A12) with i = 1, we further obtain that

q∗1t(τ)−
N∑
i=2

wi(τ)q∗it(τ) =

[
x1 −

N∑
i=2

wi(τ)xi

]>

β∗t (τ) +

[
γ>
1 (τ)z∗1t −

N∑
i=2

wi(τ)γ>
i (τ)z∗it

]

+ δt(τ)D1t +

[
ε∗1t(τ)−

N∑
i=2

wi(τ)ε∗it(τ)

]
,

(A14)

for all t’s. Given (2), D1t = 0 also holds for t ≤ To. Thus, (A14) means that

q∗1t′(τ)−
N∑
i=2

wi(τ)q∗it′(τ) =

[
x1 −

N∑
i=2

wi(τ)xi

]>

β∗t′(τ) +

[
γ>
1 (τ)z∗1t′ −

N∑
i=2

wi(τ)γ>
i (τ)z∗it′

]

+

[
ε∗1t′(τ)−

N∑
i=2

wi(τ)ε∗it′(τ)

]
(A15)

for any t′ ≤ To. By using the matching condition in Assumption 1(ii), (A15) with w(τ) =

wo(τ) degenerates to the following restriction:[
γ>
1 (τ)z∗1t′ −

N∑
i=2

woi (τ)γ>
i (τ)z∗it′

]
+

[
ε∗1t′(τ)−

N∑
i=2

woi (τ)ε∗it′(τ)

]
= 0. (A16)
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By introducing (A16) in (A14) and using Assumption 1(ii), we obtain that

q∗1t(τ)−
N∑
i=2

woi (τ)q∗it(τ) = δt(τ)D1t +

[
γ>
1 (τ)(z∗1t − z∗1t′)−

N∑
i=2

woi (τ)γ>
i (τ)(z∗it − z∗it′)

]

+

[
(ε∗1t(τ)− ε∗1t′(τ))−

N∑
i=2

woi (τ) (ε∗1t(τ)− ε∗1t′(τ))

]
,

for all t’s. Given (8), this further implies that

δ̂t(τ) = δt(τ) +

[
γ>
1 (τ)(z∗1t − z∗1t′)−

N∑
i=2

woi (τ)γ>
i (τ)(z∗it − z∗it′)

]

+

[
(ε∗1t(τ)− ε∗1t′(τ))−

N∑
i=2

woi (τ) (ε∗1t(τ)− ε∗1t′(τ))

]
,

(A17)

for t ≥ To + 1. Given (A17), we have IE[δ̂t(τ)] = δt(τ) for t ≥ To + 1 if

IE[γ>
i (τ)(z∗it − z∗it′)] = 0 (A18)

and

IE[ε∗it(τ)] = 0 (A19)

for all (i, t, τ)’s. For t ≤ To, δ̂t(τ) = 0 holds by the definition of δ̂t(τ) in (8) under Assump-

tion 1(ii). Thus, we can complete the proof of Proposition 1 by further showing (A18) and

(A19). To show (A18), note that

γ>
i (τ)z∗it = γ>

i (τ)

zit − [ To∑
t=1

zith
>
t

][
To∑
t=1

hth
>
t

]−1
ht

 .

Under Assumption 1(iii-a), γi(τ) is independent of {(z>
it, h

>
t )}, and hence

IE[γ>
i (τ)z∗it] = IE[γ>

i (τ)]IE[z∗it]. (A20)

Under Assumption 1(iii-b), {zit} is independent of {ht}, and hence

IE[z∗it] = IE[zit]−

 To∑
t=1

IE[zit]IE

h>
t

[
To∑
t=1

hth
>
t

]−1
ht

 . (A21)

Under Assumption 1(iii-c), IE[zit] is time-invariant, so that we can rewrite (A21) as:

IE[z∗it] = IE[zit]IE[ι∗t ],

where

ι∗t := 1−

[
To∑
t=1

h>
t

][
To∑
t=1

hth
>
t

]−1
ht.

12



Assumption 1(iii-d) implies that ι∗t = 0. Thus, IE[z∗it] = 0. By introducing this result in (A20),

we have IE[γ>
i (τ)z∗it] = 0 for all t’s. Therefore, condition (A18) holds under Assumption 1(iii).

In addition, (A19) also holds under Assumption 1(iii-b) because

IE[ε∗it(τ)] = IE[εit(τ)]−

 To∑
t=1

IE[εit(τ)]IE

h>
t

[
To∑
t=1

hth
>
t

]−1
ht

 = 0,

where the first equality is due to the condition that εit(τ) is independent of {ht}, and the

second equality is due to the condition IE[εit(τ)] = 0. Thus, the proof of Proposition 1 is

completed. 2
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Figure A. 1: The true intervention effects {δt(τ)}Tt=To+1 (red solid lines) and the estimates

generated by the proposed method (blue dashed lines) and by the conventional method (black

dashed-dotted lines) in the case where (To, N, n) = (50, 50, 100). The vertical dashed lines are

evaluated at t = To + 1.
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Figure A. 2: The true intervention effects {δt(τ)}Tt=To+1 (red solid lines) and the estimates

generated by the proposed method (blue dashed lines) and by the conventional method (black

dashed-dotted lines) in the case where (To, N, n) = (50, 100, 50). The vertical dashed lines are

evaluated at t = To + 1.
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Figure A. 3: The true intervention effects {δt(τ)}Tt=To+1 (red solid lines) and the estimates

generated by the proposed method (blue dashed lines) and by the conventional method (black

dashed-dotted lines) in the case where (To, N, n) = (50, 100, 100). The vertical dashed lines

are evaluated at t = To + 1.
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Figure A. 4: The true intervention effects {δt(τ)}Tt=To+1 (red solid lines) and the estimates

generated by the proposed method (blue dashed lines) and by the conventional method (black

dashed-dotted lines) in the case where (To, N, n) = (100, 50, 50). The vertical dashed lines are

evaluated at t = To + 1.
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Figure A. 5: The true intervention effects {δt(τ)}Tt=To+1 (red solid lines) and the estimates

generated by the proposed method (blue dashed lines) and by the conventional method (black

dashed-dotted lines) in the case where (To, N, n) = (100, 50, 100). The vertical dashed lines

are evaluated at t = To + 1.
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Figure A. 6: The true intervention effects {δt(τ)}Tt=To+1 (red solid lines) and the estimates

generated by the proposed method (blue dashed lines) and by the conventional method (black

dashed-dotted lines) in the case where (To, N, n) = (100, 100, 50). The vertical dashed lines

are evaluated at t = To + 1.
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Figure A. 7: The true intervention effects {δt(τ)}Tt=To+1 (red solid lines) and the estimates

generated by the proposed method (blue dashed lines) and by the conventional method (black

dashed-dotted lines) in the case where (To, N, n) = (100, 100, 100). The vertical dashed lines

are evaluated at t = To + 1.
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Figure A.8: Number of counties with complete observations for each state.
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Figure A. 9: The county-level mean and quantile sequences of the average weekly earnings

of restaurant workers for the states satisfying the data requirement: nit > 20. The mean

sequence is in black, and the quantile sequences are in the order of a rainbow ranging from

red (τ = 0.01) to violet (τ = 0.99).
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Figure A. 10: The county-level mean and quantile sequences of the employment (scaled by

1/100) of restaurant workers for the states satisfying the data requirement: nit > 20. The

mean sequence is in black, and the quantile sequences are in the order of a rainbow ranging

from red (τ = 0.01) to violet (τ = 0.99).
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Figure A.11: Time sequences of Federal MW (red lines) and state-level MW (blue dots).
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(B) employment/100
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Case 4: Wisconsin
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Figure A. 12: Potential control states and the estimates of the τ -quantile synthetic control

weightwo(τ). The estimated weights are in the order of a rainbow ranging from red (τ = 0.01)

to violet (τ = 0.99).
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(A) labor earnings

Case 1: California
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(B) employment/100

Case 1: California
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Figure A.13: The p-values of the quantile effects. The dashed lines are evaluated at the 5%

and 10% levels.
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Figure A.14: Time series of per capita cigarette sales of California and 38 potential control

states. The vertical dashed lines are evaluated at 1989.
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Figure A.15: Time series of per capita cigarette sales of California (red solid line), the first

seven control states of the synthetic California generated by the proposed method (blue lines)

and the remaining potential control states (gray lines). The numbers in parentheses are the

synthetic-control weights. The vertical dashed lines are evaluated at 1989.
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Figure A.16: Time series of per capita cigarette sales of California (red solid line), the first

five control states of the synthetic California presented by ADH (blue lines) and the remaining

potential control states (gray lines). The numbers in parentheses are the synthetic-control

weights. The vertical dashed lines are evaluated at 1989.
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Figure A.17: Time series of per capita cigarette sales of California (red solid line), the synthetic

California generated by the proposed method (blue dashed line), the synthetic California

generated by the conventional method (black dashed and dotted line), and the synthetic

California presented by ADH (green dashed line). The vertical dashed lines are evaluated at

1989.
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