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1 Introduction

Many papers have investigated the empirical determinants of economic growth in a
cross-country framework. This literature has two major strands. One uses cross-
country regressions to test alternative theories of economic growth. Romer (1986) in-
ter alia sought to demonstrate that the stylized facts are consistent with endogenous
growth models, while other authors have looked for evidence to support the neoclas-
sical growth model; cf. Barro (1991) and Mankiw, Romer, and Weil (1992). A key
empirical test in this debate is whether income (or output) growth rates are negatively
correlated with the initial level of real income in a country. A negative correlation
is interpreted to indicate that per capita real incomes in different countries tend to
converge (as implied by the neoclassical model), whereas a zero correlation implies
that income differentials persist indefinitely (as in endogenous growth models).

The second, older strand is primarily associated with development economics.
It seeks to identify factors that are correlated with economic growth, with the aim
of guiding policy to promote economic development. For example, many papers
in this genre have looked at the correlation between output growth and exports,
with the more-or-less explicit goal of demonstrating that free-trade policies promote
exports and lead to more rapid economic development. Recent papers have broadened
this approach to include variables such as the fiscal deficit, the inflation rate, and
measures of financial structure and central bank independence; and they have begun
examining the implications for policy in industrial as well as in developing countries;
see Kormendi and Meguire (1985), Fischer (1991), Sala-i-Martin (1997), and Levine
(1998).

The current paper investigates whether or not typical estimates of the relationship
between output growth and inflation from cross-country regressions are relevant to
the major industrial countries and, in particular, to the United States. Specifically,
does a negative coefficient on inflation in such a cross-country growth regression imply
that reducing U.S. inflation will lead to faster long-run output growth in the United
States? The answer is “no” — that is, the implication does not follow. In standard
regressions, the choice of countries in sample renders such inferences doubtful at
best. Two additional complications — estimator bias due to invalid aggregation over
time, and ignored cointegration due to omitted levels of variables — make existing
inferences about long-run causality from inflation to output growth untenable. While
the focus is on policy implications about inflation, the tripartite critique applies to
the interpretation of cross-country growth regressions generally.

Alternatives to cross-country growth regressions exist, and they can yield novel
results, as this paper shows. One natural approach is to analyze the data, country
by country, with annual observations (rather than with the long time-averages typ-
ical of the literature), and to include the level of output. This approach entails a
cointegration analysis of output and inflation, which also permits reinterpreting the



existing cross-country results and the empirical presence of Granger causality between
inflation and output growth. For most G-7 countries, output and inflation are coin-
tegrated, thus rejecting the existence of a long-run relation between output growth
and inflation. Surprisingly, output and inflation are positively related in nearly all of
these cointegrating relationships. Models of wages and prices in Sargan (1964, 1980a,
1980b) provide a basis for interpreting this feature in the context of a price markup
model.

This paper is organized as follows. Section 2 reviews typical empirical results
on the relation between output growth and inflation as obtained from cross-country
regression. Section 3 raises and empirically documents three problems with these
studies: selection of countries, aggregation over time, and the use of only the growth
rate of output rather than output’s level as well. This section also tests for and
interprets cointegration between output and inflation. Section 4 concludes.

2 A Synopsis of Existing Cross-country Results

This section summarizes existing cross-country regressions for output growth, first
sketching their theoretical basis, and then examining a typical regression.

The theoretical framework for cross-country growth regressions is largely intuitive.
The typical economic relation to be estimated is of the form:

Ay = ap + a1yo + assi + agsy, + asg + asAp , (1)

where y is the log of real per capita income, A is the normalized difference operator
over the whole time period (e.g., Ay = (Y1989 — Y1960)/29 in (2) below), yo is the initial
level of real per capita income (possibly in levels, not logs), s, and s; are the savings
rates for physical capital and human capital respectively, g is the growth rate of the
population, Ap is inflation, and the a;’s are coefficients. This specification can be
derived from the neoclassical growth model augmented to include the accumulation
of human capital, as shown in Mankiw, Romer, and Weil (1992), Knight, Loayza,
and Villanueva (1993), and Clark (1997). While inclusion of the inflation rate is
essentially ad hoc, inflation can be viewed as influencing labor productivity in the
Solow-Swan production function. The economic models behind (1) usually imply
that ay and as are positive, while a1, a4, and (presumably) as are negative or at
least non-positive. A negative coefficient on gy, entails that income tends toward a
steady-state level, conditional on the values of the other variables. This conditional
convergence distinguishes the neoclassical growth model from the newer endogenous
growth models.

A large and growing number of papers report variants on the basic cross-country
growth regression (1). While country coverage, length of the sample, choice of right-
hand side variables, sources of data, and definitions of variables may differ across



studies, the basic results are similar. Levine and Renelt (1991, 1992) summarize and
replicate many of the key findings. Equation (2) replicates one such equation from
Levine and Renelt (1992, Table 10) to illustrate.

Ay; = — 076 — 0.34yo,+ 1731+ 32H;— 037g;,— 0.0039Ap;  (2)
! 0.84) (0.14) ~ @77 @3 ' (022)" (0.0023)

J=102 & =1.374%.

The subscript j is the country index, J is the number of countries in the sample,
values in parentheses are estimated standard errors, and & is the standard error of
the equation. The regression variables are the average growth rate of real per capita
GDP (Ay), real per capita GDP in the initial period 1960 (y), the average ratio of
investment to GDP (I), a measure of human capital (H, the rate of secondary school
enrollment in the initial period), the average population growth rate (g), and the
average inflation rate based on the GDP deflator (Ap), with the growth rates and
inflation measured in percent per year. The underlying data are annual over 1960—
1989 for 102 countries, with averages taken over 1960-1989; see Levine and Renelt
(1992, Appendix) and Appendix A for details.

All estimated coefficients have the expected sign and are significant at (at least)
the 10% level for a one-sided test. Human capital, as measured here, strongly affects
output growth; and the negative coefficient on the initial level of income implies that
per capita incomes in different countries tend to converge over time, conditional on
the values of the other variables. The magnitude of the estimated inflation coeffi-
cient implies that a 10 percentage point increase in the steady-state annual inflation
rate would reduce the annual growth rate of real output by only one twenty-fifth
of a percentage point. Grier and Tullock (1989), Fischer (1991), Cozier and Selody
(1992), Englander and Gurney (1994), Barro (1997), and Sala-i-Martin (1997) in-
ter alia report the effect of inflation in cross-country growth regressions. Of these
studies, all but the first and last find a statistically significant negative coefficient on
inflation. Levine and Renelt (1992) show that the estimated inflation coefficient in
(2) is fragile in Leamer’s (1985) sense, although that sense of fragility could charac-
terize estimated coefficients in a well-specified model. While the debate over growth
regressions continues, these estimates are representative of the work to date.

3 Problems with the Cross-country Analyses

Numerous authors have raised methodological problems with estimating cross-country
growth equations, including estimator bias, parameter heterogeneity, model fragility,
measurement errors, and error autocorrelation; see the reviews by Levine and Renelt
(1991) and Temple (1999), and the critique in Clark (1997). The current section fo-
cuses on three generic problems: selection of countries (Section 3.1), aggregation over
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Figure 1: Cross-plots of average annual output growth (Ay) against average annual
inflation (Ap) for the full sample of countries and for five country subsamples.

time (Section 3.2), and the use of differences in variables, to the exclusion of their
levels (Section 3.3). These three issues are well-known in the economics literature as
a whole. However, in the cross-country growth literature, the first two issues gener-
ally are acknowledged and then are swept under the rug, despite being empirically
important (as shown below). The third issue has gone unnoticed, even while imply-
ing a substantive reinterpretation of the standard regressions through the empirical
presence of cointegration between output and inflation. Section 3.4 further elucidates
the empirical cointegration results in a yet more general cointegrating framework.

3.1 Selection Of Countries

Many researchers have questioned the appropriateness of running cross-country re-
gressions on a sample that includes a substantial fraction of all countries in the world.
Even if the countries chosen use a single production technology, institutions and poli-
cies differ dramatically across countries, so the effects of inflation on production in
Switzerland (say) might differ from its effects in Chile or Lesotho.

The statistical and economic significance of inflation in (2) is in fact sensitive
to country coverage, as both graphs and additional regressions highlight. Figure 1
plots average annual output growth (vertical axis) against average annual inflation
(horizontal axis) for six different country groupings: all 102 countries in the sample,
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all countries except for those in Africa, all countries except for those in Africa and
Latin America, the OECD countries, the OECD countries except for Iceland and
Turkey, and the G—7 countries. The data are averages over 1960-1989, in percent, as
taken from Levine and Renelt (1992). Each panel in Figure 1 also includes the least
squares line corresponding to the bivariate regression of output growth on inflation.
In each sample or subsample, the regression results are dominated by a few high-
inflation countries, with those countries’ inflation rates being far larger than those
for the rest of the (sub)sample. Countries with the highest inflation rates are chiefly
in Latin America: excluding Africa from the sample does not change the picture
significantly, whereas the effect of excluding Latin America is very much evident.
The heterogeneity within the full sample can be shown more formally by regres-
sion. If dummy variables for all of the Latin American and African countries are
added to (2), the F-statistic for the significance of those dummies is (58, 38) = 2.51
with a p-value of 0.16%. Thus, the selection of countries implicit in (2) is rejected.
One response is to exclude Latin America and Africa from the sample, as in (3).

Ay; = 038 — 038yo,+ 1841+ 1.1H;— 048g;+ 0.0024Ap;  (3)
T(L06)  (0.12)  (34)7  (11)  (0.22)°  (0.0174)

J=44 & =0.9926% .

The sign of the regression coefficient on inflation switches, although it is now both
statistically insignificant and numerically close to zero. However, selection of even
these 44 countries or subsets of them may be problematic. From Figure lc, one
country has a much higher inflation rate than the rest (Israel, at 59%). Figures 1d—1f
provide additional graphical detail for the (then) 24 OECD countries. Two outliers
— Turkey and Iceland — have an obvious effect on the simple correlation of inflation
and output growth. Apart from Turkey and Iceland, four other OECD countries —
Portugal, Greece, Spain, and Italy — average over 10 percent inflation and 3.5 percent
real per capita output growth annually. For comparison, the United States and Japan
have average inflation rates of 5.0 and 5.1 percent and average real per capita output
growth rates of 2.1 and 5.6 percent. While additional factors may determine output
growth in the industrial countries, little, if any, relationship is apparent between their
growth and inflation, at least when averaged over such a long period.

3.2 Aggregation Over Time

Inflation and real output growth may be jointly determined, introducing the usual
problems of simultaneity in estimation. Even if inflation and real output growth are
contemporaneously uncorrelated at the original observation frequency, aggregation of
the data over time typically induces simultaneity if either inflation or output growth
causes the other in the sense of Granger (1969). For cross-country regressions, where
the data are averaged over decades, such induced simultaneity seems particularly



likely. Because of that averaging, the estimated coefficient can easily differ in sign
and magnitude from the underlying parameter, even asymptotically. Specifically,
temporal aggregation could induce an apparent relationship even if no relationship is
present; and it could induce an apparent lack of relationship even if one is present.
To clarify the importance of temporal aggregation for cross-country regressions, this
subsection presents analytical results for a first-order vector autoregression (VAR)
and then documents the empirical prevalence of Granger causality between annual
inflation and output growth for the G-7 countries.

Consider a bivariate system for output growth and inflation, with each variable
depending on only the other variable’s lag and an independent random error:

ol - loollanl o ] Lol ~((O L[5 o)) o

The subscript ¢ is the time index, with its frequency corresponding to the natural
timing of the relationships between Ay, and Ap;; and Ay, = y — -1 and Apy =
ps — pe—1- The coefficients a and b measure the feedback between Ay and Ap, with
a # 0 implying Granger causality from Ap to Ay, and b # 0 implying Granger
causality from Ay to Ap. The independent random errors e; and u; have zero means
and variances 02 and o2. Normality of (e; : u;) and stationarity of (Ay; : Ap;)’ are
assumed for convenience. Because corr(e,u;) = 0, then £(Ay,Ap;) = 0 by repeated
substitution, and hence the probability limit (plim, for J — oo, with the time series
sample size T fixed) of the estimator from regressing Ay, on Ap;, is also zero.

Now turn to regression with two-period averages of Ay, and Ap,, denoted Ay;
and Ap; and defined as Ay} = (Ay, + Ay,—1)/2 and Ap; = (Apy + Ap,—1)/2. Using

(4), it can be shown that the plim of the estimator from regressing Ay; on Apj is:
plimé = (a+ bs?)/2, (5)

where ¢ is the estimated coefficient, s? = var(Ay;)/var(Ap;) = (a? + r?)/(1 + b*r?),
and r? = 02 /0?%; see Appendix B. Notably, the plim in (5) need not be zero (where
zero is the value of the plim with unaveraged data); nor need the plim in (5) have
the same sign or magnitude as a, or as b. Figure 2 displays this lack of simple
correspondence, plotting plim ¢ (vertical axis) as a function of the feedback parameters
a and b (horizontal axes) for r? = 1.1

Depending upon the feedback coefficients a and b, the coefficient from regressing
averaged output growth on averaged inflation could be positive, negative, or zero,
even if the original unaveraged variables are contemporaneously uncorrelated, and

even in large samples. Furthermore, plim ¢ could be zero for nonzero a and b; and

1For comparison, corr(Ay;, Ap}) = (as~! + bs)/2 for two-period averages. Similar results hold
for general m-period averages, but the formulae are more complicated and provide little additional
insight for the problem at hand.
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Figure 2: The asymptotic regression coefficient plim ¢ for two-period averaging, as a
function of the parameters a and b.

the economically small and (for (3)) statistically insignificant coefficients on inflation
in (2) and (3) are consistent with large nonzero feedbacks from inflation onto output
growth and from output growth onto inflation.

While the formula in (5) is specific to the simple VAR in (4), the lack of corre-
spondence between corr(Ay;, Ap;) (or either a or b) alone and plim é carries over to
generic, multiple lag, multivariate VARs, with the algebra being closely related to that
of NBER phase averaging; see Campos, Ericsson, and Hendry (1990). Instrumental
variable estimation (including GMM) typically does not solve this problem: instru-
ments at time ¢ are likely to depend upon lagged output growth and/or lagged infla-
tion, thus inducing spurious contemporaneous correlation between the time-averaged
instruments and time-averaged output growth. Hence, under the weak assumption
that some process links inflation and output growth at a frequency of less than three
decades, standard time-averaged cross-country regressions of output growth on in-
flation are unlikely to provide economically meaningful estimates of their underlying
relationship, regardless of whether the resulting estimates are statistically significant
or not, and regardless of whether the resulting estimates are economically “sensible”
or not.

To demonstrate the empirical relevance of the analytical example above, the re-
mainder of this subsection tests for Granger non-causality between inflation and out-



Table 1. Statistics for Testing Granger Non-causality.
Null hypothesis

Country Ap +- Ay Ay -+ Ap Ay «» Ap
t-ratio  p-value t-ratio  p-value x*(2) p-value

Canada —0.62 0.538 4.04*  0.000 16.7**  0.000
France —2.09* 0.044 —0.06 0.948 4.4 0.110
Germany -2.89**  0.006 0.45 0.655 8.4* 0.015
Italy -3.82**  0.000 2.01 0.051 21.3**  0.000
Japan —0.86 0.395 2.38* 0.022 6.1* 0.048
United Kingdom -1.39 0.172 3.03**  0.004 9.9  0.007
United States —2.44* 0.020 4.48*  0.000 25.9*  0.000

Notes: The sample period is 1953-1992 (7' = 40). All models estimated are first-order
VARs, which, based on the Schwarz criterion, are statistically adequate simplifications of
second-order VARs. Asterisks * and ** denote significance at the 5% and 1% levels, i.e.,
Granger non-causality “-»” is rejected.

put growth in the G-7 countries: Canada, France, Germany, Italy, Japan, the United
Kingdom, and the United States. The data are annual from 1953 through 1992.
To maintain comparability with cross-section regression results, chain-weighted real
per capita output is taken from Summers and Heston’s (1991) Mark 5.6 database
(variable RGDPCH). Inflation is constructed from the consumer price index in the
International Monetary Fund’s International Financial Statistics (line 64). See Ap-
pendix A for details.

Table 1 lists the results for testing Granger non-causality in bivariate VARs of
Ay, and Apy, with test rejection implying Granger causality. Inflation Granger-causes
output growth in Germany and Italy at the 99% level, and in France and the United
States at the 95% level. In Canada, Japan, and the United Kingdom, there is no
evidence of Granger causality from inflation to output growth. Granger causality
in the other direction is more prevalent: output growth Granger-causes inflation in
Canada, the United Kingdom, and the United States at the 99% level, in Japan at the
95% level, and in Italy at the 90% level. Granger causality in at least one direction
is statistically significant at the 95% level in all but one country (France).

This prevalence of Granger causality implies that estimator bias from induced
simultaneity is an empirical problem for cross-country regressions using temporal ag-
gregates of such data. Because inflation is often not strictly exogenous empirically,
the proposed bias correction in Evans (1997) for cross-country regressions is inappli-
cable. Furthermore, a likelihood ratio test strongly rejects equality across countries
of the lag coefficients in Table 1’s models: x*(24) = 55.9 with a p-value of 0.02%.
The lag structure for inflation and output differs across countries, countering again
the hypothesis of an output-inflation relationship that is constant across countries.



Hendry and Mizon (1999) discuss additional implications of such pervasive Granger
causality.

3.3 Differences versus Levels of Output

The standard cross-country growth regression and the VAR for the Granger-causality
tests above both assume a relationship between inflation and the growth rate of real
output. A more general specification would allow for a relationship between inflation,
the (log-)level of output, and their lags, with a relationship involving the growth rate
of real output being a restriction on the dynamics of the relationship in levels; see
Hendry, Pagan, and Sargan (1984).

This subsection thus tests for cointegration between inflation and output, country
by country for the G-7, and interprets the results in an error correction framework.
The data are the same as for the Granger-causality tests. For France, Japan, the
United Kingdom, the United States, and possibly Italy, cointegration exists between
the log-level of output, inflation, and a linear trend, with a positive relation between
output and inflation. This finding precludes a long-run relationship between out-
put growth and inflation. That is, if output and inflation are cointegrated, then the
growth rate of output is unrelated to the inflation rate in the long run. The combined
results on Granger causality and cointegration imply that the cross-country regres-
sions in decades-long averages are interpretable as dynamically confounded short-run
relationships.

To test for cointegration, a bivariate VAR in (y : Ap;)" is estimated for each
country on the annual data from Section 3.2.?2 An intercept and a linear trend ¢ are
included; and the linear trend is restricted to enter the cointegrating vector, as it
seems unlikely that either output or inflation would have a quadratic deterministic
trend. Based on the Schwarz criterion, all models estimated are first-order VARs,
except for Canada, which is a second-order VAR.

Table 2 presents the eigenvalues and related likelihood-ratio statistics from Jo-
hansen’s (1991) procedure for testing for cointegration. There is clear evidence of
a single cointegrating relationship for France, Japan, the United Kingdom, and the
United States. For Italy, the evidence is borderline, with cointegration detectable at
the 10% level; and Germany appears to have two cointegrating vectors, implying that
both output and inflation are trend-stationary. Canada is the only country in the
G-7 for which cointegration is not apparent.

2Evidence from augmented Dickey-Fuller tests and Johansen’s system-based unit root test for
each G—7 country is generally consistent with output and inflation both having a unit root. That
result implies a balance problem in cross-country growth regressions, in that output growth is I(0)
whereas inflation is I(1). Balance in such a situation requires the presence of an additional I(1)
regressor or regressors, and furthermore it requires that those I(1) regressors (including inflation)
cointegrate among themselves. Even with such balance, some inferences would be non-standard.



Table 2. Cointegration Results: Eigenvalues, Cointegration Test Statistics,
and Estimates of the Cointegrating Vector § and Weighting Matrix «.

Country Eigen- Statistic Estimate of 3’ Estimate of o
values max trace Y Ap trend Ay AZp
Canada 0.304 13.0 16.1 1 -2.03* -0.025"*  -0.145 0.136™*
0.081 3.0 3.0 (0.47)  (0.001) (0.108)  (0.039)
France 0.647  39.5" 49.2* 1™ -3.30" -0.033* 0.083**  0.189**
0.224 9.6 9.6 (0.41)  (0.001) (0.020)  (0.039)
Germany  0.476  24.6* 39.9* 1 261.96 0.251 -0.003**  -0.0005
0.331  15.3* 15.3" (62.51)  (0.101) (0.001)  (0.0003)
Italy 0.357  16.8  23.0 1 -9.91* -0.056 0.023*  0.010
0.153 6.3 6.3 (3.28)  (0.015) (0.005)  (0.006)
Japan 0.575  32.5" 38.9* 1™ 570" —0.066"* 0.088*  0.082**
0.156 6.4 6.4 (0.76)  (0.003) (0.022)  (0.022)
United 0.450 22 3.1 17 -0.29 -0.021™  -0.166 0.662**
Kingdom  0.199 84 8.4 (0.13)  (0.001)  (0.118)  (0.123)
United 0.489  25.5" 32.8* 1™ -1.19* —0.018* 0.003 0.323**
States 0.175 7.3 7.3 (0.25)  (0.001) (0.115)  (0.054)

Notes: The sample period is 1953-1992 (T" = 40). For a given country and type of cointe-
gration test statistic (max or trace), two values are reported, the first corresponding to a
null hypothesis of no cointegrating vectors, and the second to a null hypothesis of no more
than one cointegrating vector. Both statistics are adjusted for degrees of freedom used in
estimation. The 95% critical values are 19.0 and 12.3 for the max statistic and 25.3 and
12.3 for the trace statistic; see Osterwald-Lenum (1992). For the estimates of 3 and «,
one cointegrating vector is assumed, values in parentheses are estimated standard errors,
estimates of « are reported by equation, and indicators of significance are based on the
likelihood ratio statistic.

Table 2 also reports the estimated parameters of the cointegrating vector 8 and
of the weighting (or feedback) coefficient vector «, assuming a single cointegrating
vector. The cointegrating coefficients on inflation and the linear trend are all negative
except for Germany’s; and the cointegrating coefficients on output, inflation, and the
linear trend generally are statistically significant. For example, the cointegrating
combination for the United States implies the following long-run relationship:

y = 119Ap, + 0.018¢ + I(0) . (6)
(0.25) (0.001)

In equilibrium, output grows at 1.8 percent per annum, with output relative to its
trend related positively to the level of inflation. From Table 2, output is statistically
significant in the cointegrating relationship, implying that inflation is I(1), not I(0).
The cointegrating relationships for France, Italy, Japan, and the United Kingdom
have similar interpretations. Thus, for the five G—7 countries with single cointe-
grating relationships, output growth and inflation are not related in the long run,
contrary to the assumed structure in cross-country growth regressions such as (2).
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Such cointegration relationships are consistent with a long-run non-vertical Phillips
curve or (e.g.) a Walrasian demand system with underlying technological growth in
which excess demand fuels inflation. See also Ahmed and Rogers (2000), who find
a positive long-run relationship between output and inflation on a century of annual
U.S. data.

Feedback from disequilibria occurs in either or both equations, depending upon
the country. For the United States, feedback onto output is numerically small and
statistically insignificant, whereas feedback onto inflation is a highly significant +32%
per annum. That is, inflation — not output — adjusts to disequilibria between in-
flation and output. The United Kingdom behaves similarly, whereas output alone
appears responsible for adjusting to disequilibrium in Italy; and both output and
inflation adjust in France and Japan. Marked differences in cointegrating coefficients
and feedback coefficients for even these G—7 countries point to a fundamental hetero-
geneity present in the data.

The empirical nonstationarity of inflation may be perplexing economically. One
potential explanation is that inflation is actually stationary, but appears nonstation-
ary due to structural breaks. From that perspective, Table 2 implies that inflation
and output co-break for several of the G—7 countries, noting that tests of cointegration
may also detect co-breaking; see Campos, Ericsson, and Hendry (1996) and Hendry
and Mizon (1998).

While the interpretation of the cointegrating vectors in Table 2 is open to discus-
sion, their empirical presence has direct implications for the modeling of output and
inflation. First, typical cross-country analyses omit “levels” and so estimate short-run
rather than long-run effects. Second, use of averaged data in cross-country studies
confounds the short-run relationship between output and inflation, given the results
on Granger causality.

Moreover, dynamic heterogeneous panel data models are not immediately promis-
ing, contrasting with the views in (e.g.) Temple (1999, Sections 4 and 5). Panel
models of output alone, as in Lee, Pesaran, and Smith (1997), ignore the empirical
cointegration of output with inflation for several countries, a property that heavily
qualifies results from their univariate framework. Dynamic heterogeneous panel data
models generalized to a multivariate basis also have difficulties. Assuming a single
cointegrating vector for each bivariate country model in Table 2, a likelihood ratio
test strongly rejects equality of those cointegrating vectors: x?(12) = 80.0 with a
p-value of 0.00%. Distributional properties for inference are yet to be derived for
the empirically relevant situation in which the number of cointegrating vectors differs
across countries. Short-run dynamics are also country-specific, noting that Canada
requires two lags whereas the other countries need only one.
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3.4 Reinterpretations and a Prospectus

A long-run non-vertical Phillips curve such as (6) sits uncomfortably alongside stan-
dard economic theories of inflation and output, so two reinterpretations are given.
First, a short-run trade-off between output and inflation may be prolonged and sub-
stantial; see Church, Mitchell, and Wallis (1998) and Hutchison and Walsh (1998).
As such, that trade-off might appear to be long-run empirically, hence generating the
cointegration results obtained.

Second, those cointegrating relationships may themselves be mis-specified, with
a more fundamental reconciliation of theory and evidence foreshadowed by Sargan’s
empirical modeling of wages and prices: initially in Sargan (1964), and with further
refinements in Sargan (1980a, 1980b). In particular, the cointegration analysis in
Section 3.3 above omits the log-level of prices, which may cointegrate with other
omitted variables such as wages (or unit labor costs) and import prices. If long-
run price homogeneity is satisfied, the corresponding error correction term for those
levels would imply a markup model for prices, with the markup depending upon the
output gap as proxied by the detrended output from (6). In such markup models, the
verticality of the Phillips curve is generally a system property rather than a single-
equation property. The determinants (and especially the dynamics) of the equation
for wages or unit labor costs bear directly on the long-run relation between inflation
and some measure of slack. Markup models have been empirically successful for
modeling prices of several OECD countries; see inter alia Franz and Gordon (1993)
for Germany and the United States, Church, Mitchell, and Wallis (1998) for the
United Kingdom, and de Brouwer and Ericsson (1998) for Australia. Investigation of
such additional cointegration is thus highly promising and economically motivated,
but would require an empirical analysis well beyond the scope of this paper.

4 Conclusions

The negative correlation between inflation and output growth obtained by cross-
country regression is not robust to changes in model specification. The selection of
countries in the sample, the level of aggregation over time, and the choice of dynamic
specification all affect the results obtained.

Empirically, the relationship between output and inflation for Africa and Latin
America appears statistically different from the relationship between output and in-
flation for other countries. If Africa and Latin America are dropped from the sample,
the coefficient on inflation in the growth regression becomes positive and statistically
insignificant. For the OECD countries by themselves, no economically important, sta-
tistically detectable, long-run relation appears to exist between output growth and
inflation.

Averaging data over time can introduce a contemporaneous correlation between
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time-averaged variables, even if the original series are not contemporaneously corre-
lated. Both the sign and magnitude of the induced correlation can differ from those
in the underlying data. Because output growth and inflation generally Granger-
cause each other in the G-7 countries on annual data, cross-country regressions using
decades-long averages confound the dynamics of the underlying process and are un-
likely to yield economically meaningful results.

Cross-country regressions typically restrict the relationship between prices and
output to be in growth rates, precluding the possibility of a relation between infla-
tion and the level of output. Analysis of annual data detects cointegration between
inflation and the level of output in all G-7 countries except Canada and Germany.
Depending upon the country, adjustment to disequilibrium occurs in either the infla-
tion equation, the output equation, or both. These empirical results suggest that no
long-run relationship exists between output growth and inflation in these countries.

Standard cross-country growth regressions thus impose a single output-inflation
relationship across countries with different actual relationships, confound dynam-
ics from both inflation and output equations, and misconstrue short-run for long-run
properties. These regressions are a doubtful and misleading basis for inferences about
economic policy. While the empirical analysis herein is specific to output growth equa-
tions, the conceptual framework applies to time-aggregated cross-country regressions
in general. Such regressions are still common in the literature, and the caveats noted
above are typically disregarded, as in Sala-i-Martin (1997) and Levine and Zervos
(1998).

In a more positive vein, modeling of the time series data on a country-by-country
basis has already provided insights into long-run relationships between output and
inflation and between prices and their determinants. Once an array of country-specific
models is developed, their comparison across countries may shed further light on the
economics and policy implications of these relationships.
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Appendix A. Data

This appendix describes the two datasets utilized in this paper: one for cross-country

regressions (Section A.1) and the other for time series analysis (Section A.2). These

datasets, the output for the results in this paper, and the corresponding PcGive batch

files are available in electronic format from the first author and at:
www.federalreserve.gov/pubs/ifdp/2000/687/default.htm

on the WorldWide Web.

A.1 Data for the Cross-country Regressions

The empirical results in Section 2 and Section 3.1 use Levine and Renelt’s (1992)
dataset Dat6089.wk1, which was initially provided by Ross Levine and is now available
at www.worldbank.org/research/growth/ddlevren.htm on the World Bank’s website.
This section briefly describes the data series used and the subsamples of countries
considered.

Table Al lists the variables in the current paper’s cross-country regressions.

Table Al. Choice of Variables in the Cross-country Regressions.

Notation
Levine and the Description Original
Renelt Dat6089.wkl current Source
(1992) paper
GYP GYP6089 Ay Growth rate of real per capita GDP WBNA
RGDP60 RGDP60 Yo Real GDP per capita in 1960 SH
GPO GPO6089 g Growth rate of the population WBSI
SEC SEC H Secondary school enrollment rate in 1960 Barro (1991)
INV INV6089 1 Investment share of GDP WBNA
PI PI16089 Ap Average inflation of the GDP deflator WBNA

The original data sources are the World Bank National Accounts (WBNA), World
Bank Social Indicators (WBSI), the Summers-Heston dataset (SH, see Section A.2
below), and Barro (1991). See Levine and Renelt (1992, Data Appendix) for addi-
tional details. Inflation, the growth rates Ay and g, and the investment share are all
annual averages over 1960-1989.

Sections 2 and 3.1 above analyze data for six choices of countries. Each sample
of countries is denoted by the number of countries J in the sample, and the samples
are nested. Table A2 indicates which countries are in each of the six samples.

Levine and Renelt (1992) start with 119 countries total, and these are listed in
Table A2, along with Levine and Renelt’s country index. (Note that this index
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differs from those of Barro (1991) and Summers and Heston (1991).) The sample in
equation (2) above is J = 102, which, relative to the full sample of 119 countries,
excludes 10 oil-producing countries and 7 countries with missing observations. The
sample J = 66 in addition excludes all 36 remaining sub-Saharan countries. The
sample J = 44 further excludes all 22 remaining Latin American countries. The
sample J = 24 contains all 24 countries that were members of the Organization for
Economic Co-operation and Development (OECD) on December 1990. The sample
J = 22 contains all OECD countries except Iceland and Turkey. The sample J =7
contains the G—7 countries. The definitions of oil-producing, sub-Saharan, Latin
American, and OECD countries correspond to the dummy variables OIL, AFRICA,
LAAM, and OECD in Levine and Renelt’s (1992) dataset Dat6089.wkl, noting the
exclusions due to missing observations.

A.2 Annual Time Series Data

Sections 3.2 and 3.3 above use two annual data series for each of the G-7 coun-
tries (Canada, France, Germany, Italy, Japan, the United Kingdom, and the United
States). The series are chain-weighted real GDP per capita in constant dollars (ex-
pressed in international prices, base 1985) and the consumer price index (1995 = 100).
The first is the series RGDPCH from Summers and Heston’s Mark 5.6a Penn World
Tables, available at www.pwt.econ.upenn.edu on the WorldWide Web. The second is
the series on line 64 from the International Monetary Fund’s International Financial
Statistics (various issues), as downloaded from the Federal Reserve Board’s online
version of that publication.
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Table A2. Choice of Countries for Various Samples.

Index Country Number of Countries J in Sample
J=102 J=66 J=44 J=24 J=22 J=7
1 Afghanistan
2 Algeria
3 Angola *
4 Argentina * *
5 Australia * * *
6 Austria * * *
7 Bangladesh * * *
8 Barbados * *
9 Belgium * * *
10 Bolivia * *
11 Botswana *
12 Brazil * *
13 Burundi *
14 Cameroon *
15 Canada * * * *
16 Central African Republic *
17 Chad *
18 Chile * *
19 Colombia * *
20 Congo *
21 Costa Rica * *
22 Cote D’Ivoire *
23 Cyprus * * *
24 Denmark * * *
25 Dominican Republic * *
26 Ecuador * *
27 Egypt * * *
28 El Salvador * *
29 Ethiopia *
30 Fiji * * *
31 Finland * * *
32 France * * * *
33 Gabon
34 Gambia *
35 Germany * * * *
36 Ghana *
37 Greece * * *
38 Guatemala * *
39 Guinea-Bissau *
40 Haiti * *
41 Honduras * *
42 Hong Kong * * *
43 Iceland * * *
44 India * * *
45 Indonesia
46 Iran
47 Iraq
48 Ireland * * *
49 Israel * * *
50 Ttaly * * * *
51 Jamaica * *
52 Japan * * * *
53 Jordan * * *
54 Kenya *
99 Korea * * *
56 Kuwait
57 Lesotho *
58 Liberia *
59 Luxembourg * * *
60 Madagascar *
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Table A2. Choice of Countries for Various Samples (continued).

Index Country Number of Countries J in Sample
J=102 J=66 J=44 J=24 J=22 J=7
61 Malawi *
62 Malaysia * * *
63 Mali *
64 Malta * * *
65 Mauritania *
66 Mauritius *
67 Mexico * *
68 Morocco * * *
69 Mozambique
70 Netherlands * * * * *
71 New Zealand * * * * *
72 Nicaragua * *
73 Niger *
74 Nigeria
75 Norway * * * * *
76 Oman
77 Pakistan * * *
78 Panama * *
79 Papua New Guinea * * *
80 Paraguay * *
81 Peru * *
82 Philippines * * *
83 Portugal * * * * *
84 Rwanda *
85 Saudi Arabia
86 Senegal *
87 Sierra Leone *
38 Singapore * * *
89 Somalia *
90 South Africa *
91 Spain * * * * *
92 Sri Lanka * * *
93 Sudan *
94 Swaziland *
95 Sweden * * * * *
96 Switzerland * * * * *
97 Syria * * *
98 Taiwan
99 Tanzania *
100 Thailand * * *
101 Togo *
102 Trinidad and Tobago * *
103 Tunisia *
104  Turkey * * * *
105  Uganda *
106 Great Britain * * * * * *
107  United States * * * * * *
108  Uruguay * *
109 Venezuela
110 Yemen
111 Zaire *
112 Zambia, *
113 Zimbabwe *
114 Burma * * *
115  Guyana
116 Benin *
117 Burkina Faso
118  Nepal
119 Suriname * *
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Appendix B. Derivation of corr(Ay;, Ap;) and plim ¢

Section 3.2 analytically evaluates the effects of temporal aggregation on estimation.
This appendix derives two measures of those effects: corr(Ayf, Apf) and plim é.
The derivation proceeds by obtaining moments of unaveraged data, expressing mo-
ments of averaged data in terms of moments of unaveraged data, and then solving
for corr(Ay;, Ap;) and plim ¢ in terms of moments of the averaged data. Prior to
the actual derivation, it is expositionally convenient to denote the economic variables
Ay, and Ap; as w; and x; respectively. In that new notation, the first-order VAR in
(4) may be rewritten as:

wy = ari_q1+ e el NI 0 7 Jg 02 7 (A1)
Ty = bwt,1 + Uy u " 0 0 o
where | ab |< 1 is assumed, for the stationarity of w, and ;.
Seven moments of unaveraged data are of interest:

E(w?), E(x2), E(wpzy), E(wywy_1), E(pzi_1), E(weri_1), and E(wy_11y).
By substitution in (A1), it follows that:

w; = (ab)wi—s + (e + auy—1) and (A2)

xy = (ab)zy o+ (up + bey q). (A3)

Hence, the variances and covariance of the two series are:

o2+ a*ol
E(wf) = TR % s (Ad)
o2 + b?o?
g(.%‘%) = ]_——(ab)Q = (Ti,, and (A5)
S(wtxt) = 0, (AG)

noting the properties of a stationary first-order autoregression and that £(e;u;) = 0.
Because £(wyxy) = 0, it immediately follows that corr(wy, z;) = corr(Ay, Ap;) = 0,
and that the plim of the estimator from regressing w; on z; (i.e., of Ay, on Ap,) is
also zero.

By substitution using (A1), the remaining four expectations are:

E(wawy 1) = a&(wy 1z 1) +E(qwy 1) = 0, (A7)

8(xt$t,1) = bg(wtfllﬂt,l)—‘—g(utmt,l) = 0, (Ag)
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E(wiy 1) = a&(x} )+ E(ewwy 1) = ao?, and (A9)

S(wt_lxt) = bS(wf_l)—l—S(utwt_l) = bO'?U . (AlO)

Deriving corr(Ay;, Ap}) and plim ¢ requires three (averaged) data moments, all
obtained by solving for the averaged data in terms of the unaveraged data and then
using the expectations derived above. The two-period data averages are denoted w}
and z; and are defined as w; = (w; + w;—1)/2 and z} = (z; + 24_1)/2. The three
required moments for the averaged data are:

E(w? + 2wywy_y + w? 2
E(wfwf) _ (wt wtzjt 1 wt—l) _ ‘7711) : (All)
8 2 2 _ 2 2
Earay) = S0t o 1 Ti) %, and (A12)
. E (Wi + w1 + w1 Ty + Wi 1T¢_1) bo? + ac?
E(wyzy) = 1 = 1 . (A13)

Letting s*> = 02 /o2 and substituting from (A11)—(A13), the correlation corr(w;, z})
is:
* ok —1 b
corr(wy, x;) = £ (wia) S , (A14)
VE(wiwy) - & (xjx}) 2

which is equivalently corr(Ay;, Ap;). Similarly, plim ¢ is:

E(wiz})  a+bs?

lim é = —
PIRE = e 2

(A15)
where the first equality follows from standard theorems on asymptotics by Slutsky
and by Mann and Wald, and where the probability limit is taken as J — oo.

In calculating corr(wy,z}) or plim ¢ numerically, as in Figure 2, it is helpful to
note that s? can be rewritten as:

2
§° = 5 = e (A16)

2 _ 2/ 2
where r* = 02 /0z.
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